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Abstract
Background/Aims: Alzheimer’s Disease (AD) is a progressive neurodegenerative disorder 
that severely affects cognitive functions and memory. Early detection is crucial for timely 
intervention and improved patient outcomes. However, traditional diagnostic tools, such as 
MRI and PET scans, are costly and less accessible. This study aims to develop an automated, 
cost-effective digital diagnostic approach using deep learning (DL) and computer-aided 
detection (CAD) methods for early AD identification and classification. Methods: The proposed 
framework utilizes pretrained convolutional neural networks (CNNs) for feature extraction, 
integrated with two classifiers: multi-class support vector machine (MSVM) and artificial neural 
network (ANN). A dataset categorized into four groups—non-demented, very mild demented, 
mild demented, and moderate demented—was employed for evaluation. To optimize the 
classification process, a texture-based algorithm was applied for feature reduction, enhancing 
computational efficiency and reducing processing time. Results: The system demonstrated 
high statistical performance, achieving an accuracy of 91%, precision of 95%, and recall of 
90%. Among the initial set of twenty-two texture features, seven were identified as particularly 
effective in differentiating normal cases from mild AD stages, significantly streamlining the 
classification process. These results validate the robustness and efficacy of the proposed DL-
based CAD system. Conclusions: This study presents a reliable and affordable solution for 
early AD detection and diagnosis. The proposed system outperforms existing state-of-the-
art models and offers a valuable tool for timely treatment planning. Future research should 
explore its application to larger, more diverse datasets and investigate integration with other 
imaging modalities, such as MRI, to further enhance diagnostic precision.
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Introduction

Both health and life expectations are increased due to the development of medical 
science and healthcare [1]. However, the AD is the main form of dementia [2] because of the 
neurodegeneration [3]. Also, it appears in the form of memory loss and cognitive issues [1]. 
Much more is known about AD and its effects on people and communities now than twenty 
years ago [4-5]. There are substantial healthcare issues associated with AD, a neurological 
ailment that impacts millions of individuals globally [4]. Cognitive deterioration, memory 
loss, behavioral and behavioral abnormalities, and other symptoms are hallmarks of this 
condition [5]. To intervene early and effectively manage AD, a diagnosis is essential. Brain 
abnormalities associated with AD have been detected using a variety of imaging techniques, 
such as PET and MRI [6-9]. The structural and functional alterations in the brain can be better 
understood with the help of these imaging modalities, which in turn helps with accurate 
diagnosis and tracking the progression of disease [6-7]. Additionally, recent developments 
in CAD systems have demonstrated the possibility of automatically analyzing images of AD. 
It will greatly benefit physicians in their evaluations [10-11]. The use of complex algorithms 
in these CAD systems allow for the improved detection [12] of AD biomarkers and patterns, 
leading to more efficient and accurate diagnoses [10-11].

Accurately detecting mild in AD images automatically through CAD is a significant task. 
To describe the pathogenesis of AD, several methods have been employed. MRI and PET 
are two imaging modalities that have successfully depicted the structural and functional 
alterations linked to AD [6-7, 13]. On the other hand, conventional roentgenographic 
methods have sparked worries about radiation exposure levels [14]. The existence of many 
types of noise, such as Gaussian, Poisson, Salt and Pepper, Speckle, and passion noise, makes 
it difficult to detect AD from images [15-16]. Because of this delay in diagnosis, patients may 
go untreated for critical mild, increasing their risk of additional breaks [15]. Because of this, 
effective algorithms for spotting these cracks in AD pictures are urgently required. Using the 
original image’s properties, like power spectral density (PDS) and higher-order statistics 
(HOS), is one way to detect mild images of AD [17]. Using cepstral coefficients, this method 
achieves accurate detection [17-18]. One benefit of using spectral subtraction is that it can 
reduce the amount of extra distortion in the final product [17, 19].

This article aims to tackle the monumental task of automatically recognizing mild in 
images of AD utilizing CAD systems. The purpose of this article is to suggest a practical 
technique for the precise detection of mild in images of AD. Imaging for AD cannot be 
done using the standard radiographs that are used to evaluate musculoskeletal diseases. 
Therefore, the article’s main focus is on creating a new method for detecting mild in AD 
images using CAD and modern image processing techniques [9]. Using PDS and HOS, which 
are features taken from the original image, the authors hope to circumvent the shortcomings 
of conventional imaging methods. To detect mild in images of AD, they suggest incorporating 
cepstral coefficients into the algorithm. Presenting a dependable and precise method for 
automatically finding diseases in images of AD is the ultimate purpose of the paper. The 
suggested approach may improve diagnosis and help create better tools for controlling AD if 
it can accomplish this goal.

DL, a subset of machine learning, utilizes ANNs to process and analyze complex data. 
ANNs are inspired by the human brain’s structure, consisting of interconnected layers of 
nodes (neurons) that process information in a hierarchical manner. This architecture enables 
ANNs to effectively recognize patterns in structured data, making them invaluable in medical 
diagnostic applications. CNNs, a specialized form of ANNs, are designed specifically for image 
analysis. CNNs employ convolutional layers to automatically detect spatial hierarchies within 
images—ranging from basic elements like edges and textures to more intricate patterns—by 
learning through filters. This hierarchical feature extraction from raw pixel data makes CNNs 
particularly effective for medical image classification, including AD diagnosis. In this study, 
pretrained CNNs such as AlexNet, ResNet-18, and VGG-19 were utilized to extract features 
from AD imaging datasets. These features were then classified using MSVM and ANNs to 
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assess the severity of AD. This approach highlights the capability of pretrained CNNs to 
support accurate and efficient AD diagnosis [20-21].

This article is concerned with the affordable automatic detection and classification of AD 
using valuable dataset images instead of MRI/PET images. Scarce models are built to detect 
this widespread disease using AD images. This innovative technology depends on the DL 
technology. The features are extracted using the pretrained CNN using AlexNet, ResNet-18, 
and VGG-19 during training and testing purposes of the AD based on underlined images. The 
MSVM and ANN are applied as classifiers [22-23].

The use of underlined dataset images for diagnoses of AD provides too much affordable 
results in comparison with neuroimaging technology. It overcomes the access limits 
originated by the advanced imaging techniques. The features of these images are extracted 
using CNN technique. The classification accuracy is evaluated using two different classifiers. 
These classifiers ANN and MSVM which are linked to the CNN network [24]. Additionally, the 
results of the proposed algorithms are verified with literature work. Finally, the suggested 
solution for detection and classification of AD using dataset images decreases both cost and 
the computational complexity. This article provides the probability of implementation in 
limited resource environments. Accordingly, it allows the AD diagnoses further reachable.

This paper is organized as follows: Section 2 presents the proposed identification 
approach for detecting AD images using texture feature. In Section 3, the principle of utilizing 
DL for detection of AD is briefly discussed. Furthermore, Section 5 presents the obtained 
results and provides a discussion. Finally, Section 6 concludes this work.

Materials and Methods

AD identification based on textural features with SVM
A program code is implemented to compare the extracted features for normal and Alzheimer images, 

as shown in Fig. 1. Features are extracted from several multiple AD images by texture features. The average 
of these features are computed and compared for normal and Alzheimer images. The SVM is employed as a 
classifier [12]. The texture features are well described in [12, 25].

Proposed detection algorithms for Alzheimer’s disability
Alzheimer’s detection using DL with neural 

network. This research proposes an algorithm to 
identify mild in AD demented images. The core 
method leverages a CNN alongside a technique 
known as data augmentation to enhance detection 
accuracy as indicated in Fig. 2. Data preparation 
involves establishing a storage system for the 
images. Each image is assigned a class label, 
and the proportion of each class within the 
dataset is defined. A CNN is then built to extract 
crucial features from the images. The specific 
architecture of the CNN is established. To train 
the model, the images are used to train an ANN. 
During this process, the ANN’s specifications are 
fine-tuned. Finally, the effectiveness of the initial 
model (baseline classifier) is evaluated using a 
separate validation set to assess its accuracy in 
Alzheimer’s detection.

The baseline model is enhanced by 
incorporating data augmentation. This method 
involves creating a new dataset of modified 
images through random transformations like Fig. 1. Early detection of AD using textures feature 

extractors.
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horizontal flips, slight shifts, and cropping. The ANN is applied for training of the augmented dataset. The 
resulting accuracy is evaluated. Next, transfer learning is employed without data augmentation. A pre-
trained convolutional neural network called AlexNet is utilized [25]. One of the main strengths of AlexNet 
is its capability of classifying large datasets of mild AD images. This pre-trained network offers a strong 
foundation due to the valuable features it has already learned from a vast amount of data. AlexNet typically 
accepts images with a specific size (227x227 pixels) and can classify objects within numerous categories. 
While AlexNet is known for its speed and ability to handle smaller datasets, its final layers are replaced 
to adapt to the specific features within the current dataset. This modified network is then trained using 
an ANN with adjusted training parameters, and its accuracy is assessed. Finally, the approach combines 
transfer learning with data augmentation. Here, the dataset images are first augmented to the required size 
(227x227 pixels) and then fed into the pre-trained AlexNet model.

Alzheimer detection using DL with multiclass SVM classifier
This approach capitalizes on the strengths of pre-trained CNNs [26]. These powerful networks have the 

capability to automatically extract valuable features from data. The extracted features from the pertained 
CNN are directed to appropriate classifier for training purposes. The inherent capabilities of pre-trained 
networks allow for a simpler and faster feature extraction process compared to manual feature engineering 
[26].

A SVM serves as the chosen classifier. It is a type of machine learning algorithms that excels with their 
proficiency in identifying patterns within datasets [27]. They achieve this by establishing a hyperplane 
that effectively separates positive and negative examples within the data. This hyperplane is strategically 
positioned to maximize the margin between the two classes [27].

SVMs address the task of classification by employing an optimal hyperplane within a feature space to 
separate two distinct sets of data [28]. This hyperplane is strategically positioned to maximize the margin, 
which is the distance between the closest data points (support vectors) from each class to the hyperplane 
[28]. While SVMs are primarily designed for binary classification, they can be adapted to handle multi-class 
problems through various techniques. In its core functionality, an SVM seeks a linear separating function 
(φ(x) = µΔ + Φ) that aligns with the hyperplane equation (µΔ + Φ = 0) [27]. Here, µ represents the slope 
and Φ signifies the intercept of the hyperplane. Real-world data often exhibits non-linear relationships. 
To address this challenge, SVMs commonly employ kernel functions. These functions essentially map the 
non-linear data from the original space into a higher-dimensional space where linear separation becomes 
possible [27]. Common kernel functions include Radial Basis Function (RBF), Gaussian, linear, and sigmoid 
functions [27]. In scenarios where data is inherently non-separable, even with the aid of kernel functions, 

Fig. 2. Alzheimer detection using CNN and data augmentation.
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SVMs introduce a cost function. This function incorporates a penalty term for misclassified data points, 
aiming to minimize the overall classification error [29-30].

Minimize: 2
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+ ∑
   (1)

Subject to the restrictions [30]

( ). 1i i iy B Sω +Φ ≥ −
   (2)

The effectiveness of the SVM classifier hinges on a cost function that incorporates a regularization 
parameter (S) for each data point (Bi) [29-30]. This parameter plays a crucial role in handling potential 
misclassifications.

•	 Positive λi (0 ≤ λi< 1): When a data point falls within the correct classification range, the 
corresponding λi value is positive and less than 1. This indicates a correctly classified point and 
contributes minimally to the cost function.

•	 λi greater than 1: If a data point is misclassified, the λi value becomes greater than 1. This penalizes 
the model for the error and encourages the algorithm to adjust its decision boundary to minimize 
such misclassifications.

The chosen DL model, ResNet-18, is a CNN with 18 layers. This hierarchical structure allows the 
network to progressively extract features from the input images at increasing levels of complexity. Deeper 
layers typically capture more abstract and high-level features. ResNet-18 is trained on a massive dataset 
like ImageNet, which encompasses millions of images categorized into 1000 distinct classes. This extensive 
training equips the network with the ability to learn intricate feature representations suitable for various 
image classification tasks. The workflow of the suggested algorithm is depicted in Fig. 3.

This research proposes an algorithm for identifying mild from demented AD images as demonstrated 
in Fig. 4. The method employs pre-trained CNNs including AlexNet, ResNet-18, and VGG-19. The loaded 
dataset includes both normal and demented AD images. The demented images comprise three different 
categories that are mild, moderate and very mild AD images. To ensure effective training, the sizes of the two 
image categories (normal and demented) within the dataset might require balancing. This can be achieved 
by adjusting the number of images in each category. The pre-trained CNNs function as feature extractors. 
They analyze the images and learn distinctive patterns that differentiate between normal and demented AD 
images. Subsequently, a SVM classifier is trained using the features extracted by the CNNs. This classifier 
learns to distinguish between the two categories based on the learned features. The effectiveness of the 
approach is assessed by comparing the performance of the SVM classifier when utilizing different pre-
trained CNN models. This variation of the pre-trained CNN network leads to the most accurate results in 
identifying demented AD images.

This work utilizes a pre-trained CNN architecture known as VGG-19. This powerful network has been 
trained on a massive dataset encompassing thousands of object categories. VGG-19 boasts a deep structure 
consisting of 19 convolutional layers, allowing it to capture complex features from the input images. By 
leveraging a pre-trained VGG-19 model, this approach benefits from the extensive knowledge the network 

Fig. 3. CNN of a pretrained network.
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has already acquired through prior training on a large dataset. The pre-trained VGG-19 acts as a feature 
extractor in this application. It analyzes the AD dataset images and extracts informative features that 
differentiate between normal and demented images. A hidden layer within the model is then trained using 
a training set from the available database. The model’s performance is evaluated using a loss function, 
which measures the discrepancy between the model’s predictions and the actual labels. Minimizing this 
loss function is crucial for model optimization. This work employs the stochastic gradient descent (SGD) 
optimizer for model optimization. SGD is a widely used algorithm known for its efficiency and ability to 
handle noisy or sparse gradients. While SGD is a valuable choice, other optimizers like Adam also offer 
advantages. Adam is known for its computational efficiency, low memory requirements, and effectiveness 
in dealing with noisy data [31].

Results

The accuracy of the suggested algorithms heavily relies on established pretrained DL 
networks. To investigate these algorithms, MATLAB 2020b environment, specifically the 
DL toolbox, was utilized. These algorithms can be executed on a laptop computer equipped 
with an Intel Core I5-4300M@2.5GHz CPU, 8GB of RAM, and a 64-bit operating system. All 
experiments were conducted using MATLAB 2020b on a Windows 10 environment.

The experiments were implemented using four distinct datasets comprising mild 
demented, moderate demented, non-demented, and very mild demented images. These 
dataset images were sourced from various websites [32]. The training AD datasets 
represent 70% from all input datasets. This amount is enough for learning patterns from 
AD datasets. While, the remaining datasets (30%) are concerned for both test (15%) and 
validation (15%) sets. The test set judges on the capability of the considered model to know 
and identify unknown datasets image. Finally, the validation it helps to alter and tune the 
hyperparameters and prohibit the overfitting/underfitting issues.

This study employed a SVM classifier to distinguish between normal and mild AD 
images. A polynomial kernel function was utilized within the SVM framework. A set of over 
22 features was extracted from both normal and mild AD images. The parameters of the 
SVM classifier were optimized to achieve the lowest generalization error, leading to the best 
possible performance. Through a program code specifically designed for comparison, the 
effectiveness of each extracted feature in differentiating between normal and mild AD was 

Fig. 4. AD detection algorithm from normal and demented images using DL.

Table 1. Features reduction for normal and mild Alzheimer images
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evaluated. The analysis revealed that only 7 features out of the initial 22 were obviously 
effective in differentiating between normal and mild AD images as declared in Table 1. The 
remaining 15 features yielded similar results and were deemed insufficient for reliable 
classification, as illustrated in Table 1. Utilizing a smaller set of relevant features can lead to 
improved classification efficiency due to reduced computational demands.

In this context, the performance of pretrained networks such as AlexNet, ResNet18, and 
VGG19 is evaluated and compared using the dataset images under consideration. Furthermore, 
these networks are utilized in conjunction with both ANN and MSVM classifiers, which are 
subsequently tested on the aforementioned dataset images. A comprehensive comparison 
is conducted by applying these classifiers independently on each pretrained network. 
The output layer utilizes the learned model within the hidden layer to make predictions. 
The accuracy (ξ) serves as the primary evaluation criterion for the network models being 
considered, as stipulated by [31].

1

11 100%
y

u u

u u

O H
E

y H=

  − 
= − ×     

∑    (3)

In the given context, the variables Hu and Ou represent the target output and prediction 
value, respectively. The estimation of losses, on the other hand, is determined based on a 
specific methodology or approach [33-34].

( )1R E= −    (4)

Fig. 5 (a) presents the accuracy of mild detection for AD images, showcasing how it 
evolves with the number of Epochs. At iteration number 15, an accuracy of 85% is achieved. 
Notably, the accuracy progressively increases as the number of iterations grows. Fig. 5 (b) 
illustrates the losses incurred during the training process using the AlexNet pretrained 
network with ANN. It is observed that the losses due to false detection decrease with each 
iteration. This algorithm exhibits higher accuracy in detecting original gray images. Moreover, 
the accuracy achieved using the ResNet18 pretrained network with ANN is demonstrated 
across all considered database images, as shown in Fig. 6 (a). This accuracy surpasses 
that of the AlexNet network. The corresponding losses against training epochs during the 
training process using the ResNet18 pretrained network and ANN are evident in Fig. 6 (b). 
The utilization of the ResNet18 pretrained network leads to a reduction in mild detection 
errors, thereby improving the obtained results. Furthermore, the accuracy is enhanced by 
incorporating the MSVM classifier.

An extensive comparison between the suggested algorithms is conducted in terms of 
several metrics such as precision, accuracy, recall, F-score, and specificity. These metrics serve 
as key indicators of the algorithms’ performance. The classification accuracy, which refers to 
the total number of correct predictions in relation to the overall number of predictions within 
the dataset, serves as a fundamental metric for assessing the performance of a specific model. 
While it is effective for balanced datasets, it may not be reliable for unbalanced datasets. The 
concept of classification accuracy is defined by [33, 35].

P N

P P N N

R RACC
R L L R

+
=

+ + +
   (5)
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Fig. 5. a) Accuracy against training epochs and b) Losses against the training epochs for AlexNet pretrained 
network with ANN.

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6. (a) The accuracy versus training epochs and (b) Loss against training epochs for detecting mild by 
pre-trained ResNet18 network with ANN.
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In the context of classification evaluation, the terms RP (true positive), RN (true 
negative), LP (false positive), and LN (false negative) are used. While accuracy is a common 
metric, it fails to consider the complexities associated with class imbalances. Therefore, 
precision, recall metrics, and F-score serve as alternative metrics to classification accuracy. 
Precision, in particular, is a valuable measure when the false positive rate is high. It assesses 
the correctness of positive predictions and quantifies the deviation of the model’s accuracy 
from the predicted positive scenarios. Precision can be defined as the fraction of actual true 
positives identified by the model out of all positively classified examples. The formulation for 
precision is given by [33, 35].

Precision P

P P

R
R L

=
+

   (6)

The precision metric is a key focus in classification evaluation, aiming for a higher value. 
Precision is directly related to the true positive rate, emphasizing the correctness of positive 
predictions. Another important classification metric is recall, which highlights the model’s 
performance when dealing with false negatives. A higher recall value is desirable, as it is 
proportional to the number of true positives. The Recall is also referred to as sensitivity and 
represents the fraction of true positives among the total number of positive examples and 
false negatives. The calculation for recall is described by [33, 35].

Re P

P N

Rcall
R L

=
+

   (7)

In scenarios involving class imbalances, the F-score serves as a crucial metric that replaces 
accuracy. It is particularly useful for evaluating model accuracy in datasets with binary 
classifications, such as positive or negative outcomes. The F-score combines both precision 
and recall measures to assess the model’s performance. In other words, it represents the 
harmonic mean of precision and recall. The F-score is commonly employed in the assessment 
of information retrieval systems. It becomes the preferred choice when achieving a balance 
between precision and recall, especially when dealing with a large number of actual negatives. 
The calculation for the F-score is defined by [33, 35].

2
2

P

P P N

RFscore
R L L

=
+ +

   (8)

Specificity corresponds to the ability of the program to correctly label individuals. This 
metric focuses on capturing all true negatives. The calculation for specificity is defined as 
follows [33].

N

P N

RSpecificity
L R

=
+

   (9)

Table 2 showcases the performance of mild detection approaches for AD using two 
prominent pretrained networks, AlexNet and VGG19, in combination with MSVM and 
ANN classifiers. The findings indicate that AlexNet paired with MSVM achieves the highest 
accuracy among the tested methods. Notably, AlexNet with MSVM attains a remarkable 95.8% 
accuracy for the “Non-Demented” and “Very Mild Demented” categories, demonstrating its 
exceptional capability in distinguishing between mild and non-demented AD cases. This 
superior performance is attributed to AlexNet’s efficient feature extraction and the robust 
multiclass classification framework provided by MSVM.
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In contrast, VGG19 with MSVM delivers inconsistent results. While, it performs well for 
“Moderate Demented” cases (91.6% accuracy), its accuracy for “Non-Demented” and “Very 
Mild Demented” categories drops to 79.1% and 70.8%, respectively. This variability is likely 
due to VGG19’s deeper architecture, which may overfit smaller datasets and struggle with 
detecting subtle differences in early AD stages.

Discussion

The findings of this study reveal that the combination of the ResNet-18 pretrained 
network with ANN delivers the most effective results among the evaluated algorithms. 
This pairing consistently achieved the highest levels of accuracy, recall, and precision in 
identifying various AD stages. ResNet-18’s hierarchical structure, comprising 18 residual 
layers, addresses the vanishing gradient problem and facilitates the extraction of deep, 
abstract features, which are essential for medical imaging tasks. The ANN classifier enhances 
this architecture by efficiently managing the non-linear relationships within the extracted 
features. ResNet-18 has been widely recognized in prior research for its strong performance 
in medical imaging. For example, He et al. (2016) [36] demonstrated its superiority over 
deeper architectures, such as VGG-19, in both computational efficiency and accuracy. 
Similarly, Qin et al. (2022) [37] reported that ResNet-18, when paired with attention 
mechanisms, exhibited exceptional sensitivity in detecting early stages of neurodegenerative 
disorders. In this study, ResNet-18 with ANN outperformed AlexNet and VGG-19, particularly 
in terms of accuracy and robustness for moderate and very mild AD stages. These findings 
align with the observations of Bron et al. (2015) [10], who emphasized the adaptability of 
residual networks to complex medical datasets with diverse imaging features. Additionally, 
ANN’s role in optimizing classification performance is supported by Thai et al. (2012) [28], 
who highlighted its ability to handle high-dimensional feature spaces effectively. Overall, 
the synergy between ResNet-18 and ANN leverages the strengths of both frameworks, 
establishing it as a powerful solution for precise and early AD detection. Future research 
could explore its application to multi-modal imaging datasets and larger population cohorts 
to further validate its clinical utility.

Table 3 further evaluates AlexNet’s performance with ANN classifiers optimized 
using SGD and Adam. The Adam optimizer consistently outperforms SGD, particularly for 
the “Non-Demented” category, where it achieves an accuracy of 91.6% compared to SGD’s 
70.8%. Adam’s dynamic learning rate adjustment plays a key role in optimizing training, 
especially for diverse datasets. Both optimizers excel in classifying “Moderate Demented” 
cases, achieving 100% accuracy, underscoring ANN’s effectiveness in detecting pronounced 
AD features in advanced stages.

The analysis highlights several key findings regarding the efficacy of various models and 
methods for detecting AD across different stages. The combination of AlexNet and MSVM 
emerges as the most effective approach, achieving the highest overall accuracy and precision, 
particularly in the detection of mild AD. On the other hand, VGG19 paired with MSVM shows 
notable proficiency in identifying moderate stages of AD. However, its deeper architecture 
appears to underperform in detecting early-stage AD, likely due to an increased risk of 
overfitting. Additionally, the integration of AlexNet with an ANN and the Adam optimizer 
significantly enhances classification accuracy, especially for mild and very mild categories of 
AD, demonstrating its potential for applications involving nuanced datasets. These findings 
align with previous research, such as He et al. (2016) [36], which highlighted the efficacy of 
shallow networks like AlexNet for feature-rich medical imaging tasks. Overall, the results 
provide compelling evidence that the AlexNet pretrained network, when paired with MSVM 
or ANN and the Adam optimizer, outperforms other advanced approaches for AD detection 
and classification.
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Figures 7–11 provide valuable insights into the performance and accuracy of the 
proposed AD detection algorithms, which integrate various pretrained CNN architectures 
with different classifiers. Fig. 7 highlights the accuracy achieved by AlexNet when combined 
with ANN classifiers using SGD and Adam optimization techniques. The results indicate 
that the Adam optimizer consistently outperforms SGD across all datasets, particularly for 
detecting mild and very mild AD stages. These findings align with Kingma and Ba (2015) 

Table 2. Evaluation of proposed Alzheimer detection algorithms for AD datasets using pretrained network 
and MSVM/ANN

0

0.916 0.666 1 1 0.666 0.8 

0.916 1 0.888 750.  1 0.857 

0.791 0.166 1 1 0.166 0.285 

80.70 0.833 0.666 0.454 0.833 0.588

 

Table 3. Analysis based on Alexnet with ANNs optimized with SGD and Adam

910.7  0.666 0.833 0.57 0.666 0.615 

1 1 1 1 1 1 

0.708 0.666 0.722 0.444 0.666 0.533 

0.833 0.333 1 1 0.333 0.5

0.708 1 0.611 0.461 1 0.631 

0.833 0.333 1 1 0.333 0.5 

0.916 0.666 1 1 0.666 0.8 

0.875 0.666 0.944 0.8 0.666 0.727
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[38], who demonstrated that Adam’s dynamic learning rate adjustments significantly 
enhance optimization in deep networks. The high accuracy achieved validates the efficacy of 
combining AlexNet with ANN for detecting AD across multiple stages.

Fig. 8 illustrates the confusion matrix for mild AD detection using AlexNet with MSVM. 
This matrix reveals strong classification performance, with high precision and recall values, 
showcasing the model’s reliability. The confusion matrix offers detailed insights by comparing 
true positive and negative predictions against their false counterparts, confirming MSVM’s 
robustness in managing multiclass classification tasks, as supported by Vapnik (1995) [39]. 

Fig. 7. The accuracy of Alzheimer detection algorithm using Alexnet pre-trained networks with ANNs for 
different optimizers.

Fig. 8. Confusion matrix for mild detection of Alzheimer dataset images using AlexNet and MSVM.
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The accurate classification of mild AD stages further emphasizes the suitability of AlexNet 
for early-stage AD detection.

Fig. 9 presents the confusion matrix for mild AD detection using AlexNet with ANN. 
Although slightly less robust than MSVM, ANN still achieves high levels of precision and 
sensitivity, underscoring its capability to handle non-linear and complex data patterns. 
These findings corroborate earlier research by Thai et al. (2012) [28], which highlighted 
ANN’s effectiveness in processing high-dimensional data.

Fig. 10 (a–d) showcases detected samples from the AD datasets using AlexNet combined 
with MSVM for four categories: non-demented, very mild demented, mild demented, and 
moderate demented. These images demonstrate the model’s ability to distinguish between 
normal and AD-affected images. The visual outputs align with Bron et al. (2015) [10], who 
emphasized the importance of extracting detailed features for accurate classification in 
neurodegenerative disease datasets.

Fig. 11 displays detected samples using AlexNet with ANN. The results confirm that ANN 
is highly effective in capturing subtle differences across AD categories, particularly for mild 
and moderate cases. These findings align with Amoroso et al. (2018) [40], who reported 
similar success in employing ANNs for hippocampal feature extraction in AD diagnosis.

The findings presented in Figures 7–11 are consistent with prior studies in medical 
imaging and deep learning-based classification. The superior performance of the Adam 
optimizer (Fig. 7) reaffirms the conclusions of Kingma and Ba (2015) [38], who highlighted 
Adam’s efficiency in deep learning tasks. The confusion matrices in Figures 8 and 9 validate 
the reliability of AlexNet combined with MSVM and ANN, echoing the robustness noted by 
Vapnik (1995) [39] and Thai et al. (2012) [28]. Finally, the visual outputs in Figures 10 and 11 
demonstrate the diagnostic precision of AlexNet pretrained models, aligning with the work 
of Bron et al. (2015) [10] and Amoroso et al. (2018) [40]. These results collectively highlight 
the strength of AlexNet when paired with MSVM and ANN classifiers in AD detection and 
classification. They reinforce the potential of such approaches to contribute significantly to 
advancements in automated neurodegenerative disease diagnosis.

Fig. 9. Confusion matrix for mild detection of Alzheimer dataset images using AlexNet and ANN.
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Fig. 10. Samples of a) Mild demented b) Moderate demented c) Non demented d) Very mild demented AD 
images using AleXnet pretrained CNN with MSVM.
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Fig. 11. AD detection from dataset images using 
Alexnet pretrained network and ANN.
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Conclusion

The aim of the article is to early detect and diagnose the AD for timely intervention and 
improved patient outcomes. An approach based on DL is suggested for automated AD detection 
and classification. The features are extracted using CNN with three different networks 
including AlexNet, ResNet-18 and VGG-19. These features are analyzed using MSVM and 
ANN classifiers. Besides, the AD is detected and classified using SVM classifier with texture 
features. These approaches are tested using four different categories of demented AD images. 
These are non demented, mild demented, moderate demented and very mild demented. 
These approaches aimed to achieve robust classification performance for differentiation 
among normal and AD demented images. The proposed DL approach introduces the best 
results in terms of accuracy (91%), precision (95%), recall (90%), and F1-score. The results 
indicated that 7 texture features are selected for distinguishing between normal and mild AD 
disability.  Future research is needed to explore the effectiveness of this approach on larger 
and more diverse datasets. Additionally, the integration with other neuroimaging modalities 
such as MRI scans could potentially enhance the diagnostic accuracy.
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